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Abstract: Background: The aim of this study is to describe the peak match demands and compare
them with average demands in basketball players, from an external load point of view, using different
time windows. Another objective is to determine whether there are differences between positions
and to provide an approach for practical applications. Methods: During this observational study,
each player wore a micro technology device. We collected data from 12 male basketball players
(mean ± SD: age 17.56 ± 0.67 years, height 196.17 ± 6.71 cm, body mass 90.83 ± 11.16 kg) during eight
games. We analyzed intervals for different time windows using rolling averages (ROLL) to determine
the peak match demands for Player Load. A separate one-way analysis of variance (ANOVA) was
used to identify statistically significant differences between playing positions across different intense
periods. Results: Separate one-way ANOVAs revealed statistically significant differences between
1 min, 5 min, 10 min, and full game periods for Player Load, F (3,168) = 231.80, ηp

2 = 0.76, large,
p < 0.001. It is worth noting that guards produced a statistically significantly higher Player Load in
5 min (p < 0.01, ηp

2 = −0.69, moderate), 10 min (p < 0.001, ηp
2 = −0.90, moderate), and full game

(p < 0.001, ηp
2 = −0.96, moderate) periods than forwards. Conclusions: The main finding is that there

are significant differences between the most intense moments of a game and the average demands.
This means that understanding game demands using averages drastically underestimates the peak
demands of the game. This approach helps coaches and fitness coaches to prepare athletes for the
most demanding periods of the game and present potential practical applications that could be
implemented during training and rehabilitation sessions.

Keywords: basketball; worst case scenario (WCS); most intense passages; most demanding periods;
peak demands (PD); performance

1. Introduction

Basketball is an intermittent high-intensity sport where the majority of play time is spent in walking
(66%) and standing activities [1]. These aerobic requirements interchange with anaerobic demands,
where continuous changes of direction, jumps, sprints, accelerations, decelerations, contacts and
specific skills are presented [2–4]. In recent years, there has been an increased interest around the use of
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wearable microsensor technology, such as accelerometers, gyroscopes and magnetometers to measure
the workload in indoor team sports [5–12]. A main purpose in training is to prescribe the workload
to develop a player’s physical performance and induce specific physiological adaptations [13,14]
while avoiding overtraining and injury during the competitive season [14]. The purpose and value
application of accelerometer technology is the ability to quantify external load during practices,
games and rehabilitation. This provides quantitative information that can be used in the design of
progressive activities to prepare the player for the demands of the game and provide objective data in
return to train (RTT) and return to play (RTP) decisions [15–19].

Understanding game demands using averages drastically underestimates the most demanding
periods of play and shows only a basic approach to staff for planning training sessions [20]. There are
different methods used to determine the most intense moments. Recent studies suggest that rolling
average (ROLL) is more accurate than the FIXED method [20,21]. “Most demanding periods”,
“most demanding passages”, “most intense periods” and “worst case scenario (WCS)” tend to be
the most common terms that researchers use to refer to the peak match demands [20–28]. This topic
has been previously investigated in other sports such as rugby league [29], rugby union [22,26,30,31],
soccer [23,25,32–34], mixed martial arts [27] or Australian football [21], but to our knowledge, few studies
have reported information about WCS in basketball [28]. For the remainder of this article, we will refer
to them as peak demands (PD).

PD and the time before and after these periods could be related with determinant moments
of the match [30]. To optimally prepare athletes for the demands of competition, it is important
that they are trained to endure the most demanding periods of the game and not just the average
demands [20,28]. This includes highly variable, spontaneous and unanticipated technical and tactical
movements reflecting the unpredictable nature of the sport.

The information about PD offers a different insight into game demands and might present
potential applications that could be implemented during training and rehabilitation sessions. The main
goal of this research was to describe the most intense moments and compare them with average
demands in youth basketball players, from an external load point of view using different time windows.
Another objective is to determine if there are differences between positions and provide an approach
for practical application.

2. Materials and Methods

2.1. Sample

We collected data from 12 male players (mean± SD: age 17.56± 0.67 years, height 196.17 ± 6.71 cm,
body mass 90.83 ± 11.16 kg) at international competitive level [35] during eight official games.

Exclusion criteria were players that sustained an injury during a game, that accumulated less
than four games or less than 8 min per game of active time on court. Participants and their parents
or legal guardians were informed of the aims, risks, and benefits of the study before signing written
consent to allow the collection of data for scientific purposes. The study was approved by an ethics
committee (CIPI/18/195), and dissertation approval was granted by the involved basketball club;
the study conformed to the Declaration of Helsinki [36].

2.2. Study Design

This observational study was conducted during eight games of the 2018–2019 competitive
basketball season (U18 league). External workload was measured via a 100 Hz tri-axial accelerometer.
The variable recorded was Player Load™ (T6, Catapult Sports, Australia), which considers the
instantaneous rate of change of acceleration in three different planes (x-, y-, and z-axis) measured in
arbitrary units (au) ((12,19)). This parameter has been used in several studies [5,8,9,11,12,28,29,37] and
the formula is

√
(ay1 − ay-1)2 +

√
(ax1 − ax-1)2 +

√
(az1 − az-1)2/100 [19].
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During each game, every player wore a micro technology device (sample 100 Hz, T6,
Catapult Sports, Australia) in a pocket under his playing jersey (on the upper thoracic spine between
the scapula), which previous studies have suggested to be an accurate location [11]. The reliability of
this technology has previously been shown to be acceptable for measuring external parameters in team
sports [5,7,9,12,37,38].

2.3. Procedures

To determine the full game demands, the initial processing of the data was done with Catapult’s
proprietary software, Openfield (version 1.22.0) (Catapult Sports, Melbourne, Australia). We exported
the data to a custom-built Microsoft Excel spreadsheet for further analysis. The warmup, time spent
on the bench, 1 minute breaks and halftime were excluded from the analysis.

To determine the most intense intervals, first, we extracted the cumulative data in each 30 second
interval for each player. After that, we exported the data to a custom-built Microsoft Excel spreadsheet
for further analysis; lastly, we analyzed different intervals using rolling averages (ROLL). This procedure
is more accurate in determining the most intense periods than the FIXED method [16] and has been
previously used in different sports such as rugby union [7,20,31], soccer [23,24] and Australian
football [21]. Rolling series were stopped at the end of each quarter. Thus, rolling started at the
beginning of each quarter and stopped at the end of the same quarter. For each game, the peak match
demand for each player was determined. Peak workload intensities across each time window were
expressed as PL·min-1 and total Player Load in absolute values. The method of understanding volume
and intensity was providing an absolute Player Load (volume) and relative Player Load (intensity)
given that the rate of accumulation for the given parameter is relative.

2.4. Statistical Analysis

Mean ± standard deviation was calculated for all workload variables. The normality of data
distribution and sphericity were confirmed using the Shapiro–Wilk statistic and Levene’s test for
equality of variances, and thus parametric analyses were used. A separate one-way analysis of variance
(ANOVA) was used to identify statistically significant differences between different intense periods
(1 min, 5 min, 10 min and full game).

Bonferroni was used to determine significance. The effect size for each ANOVA was determined
using partial eta squared (ηp

2) and was classified as follows: no effect = 0 to 0.039, minimum = 0.04 to
0.24, moderate = 0.25 to 0.63, and large = ≥0.64 [39]

Effect sizes for all pairwise comparisons were determined using Cohen’s d with 95% confidence
intervals. Cohen’s d was interpreted as follows: trivial = 0 to 0.19, small = 0.2 to 0.59, moderate = 0.6
to 1.19, large = 1.2 to 1.99, very large = 2.0 to 3.99, and nearly perfect = ≥4.0 [39]. Effect size and
subsequent 90% confidence intervals (90% CI) were calculated and visualized in the “effsize” and
“ggstatsplot” package, with all analyses being undertaken using R version 3.2.5 (R Core Team, Vienna,
Austria, 2015). Statistical significance was set at 0.05.

3. Results

The descriptive and comparative analysis of average demands across different peak periods are
presented in Figure 1. Separate one-way ANOVAs revealed statistically significant differences between
1 min, 5 min, 10 min, and full game periods for Player Load, F (3,168) = 231.80, ηp

2 = 0.76, large,
p < 0.001. Post-hoc testing showed that the PL·min-1 in a 1 min window was clearly higher than in
5 min (p < 0.001, ηp

2 = 0.43, small), 10 min (p < 0.001, ηp
2 = 0.52, small), and full game (p < 0.001,

ηp
2 = 0.69, moderate) periods.
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Figure 1. The descriptive and comparative analysis of average demands among different intense periods.

The descriptive statistics of the intensity and volume for different time windows are displayed in
Table 1.

Table 1. The descriptive analysis of volume (Player Load) and intensity (PL·min-1) among different
time windows.

Window
PL·min-1 Total Player Load

Mean SD Mean SD

1 min 19.15 ±2.74 19.15 ±2.74
5 min 12.76 ±1.91 63.79 ±9.55

10 min 10.82 ±1.50 108.16 ±15.04
Full Game 7.53 ±1.53 370.67 ±105.85

The effect sizes (d) for all pairwise comparisons between conditions are shown in Tables 2 and 3.
Separate one-way ANOVAs revealed statistically significant differences between guards, forwards
and centers for player load in 5 min (p < 0.022, ηp

2 =0.097, trivial), 10 min (p < 0.002, ηp
2 = 0.149,

trivial), and full game (p < 0.017, ηp
2 = 0.056, trivial) periods. Post-hoc testing showed that guards

produced a statistically significantly higher Player Load in 5 min (p < 0.01, ηp
2 = −0.69, moderate),

10 min (p < 0.001, ηp
2 = −0.90, moderate), and full game (p < 0.001, ηp

2 = −0.96, moderate) periods
than forwards.

Table 2. The descriptive analysis (mean ± SD) of different time windows for different playing positions.

Window Guard Forward Center F Sig. Partial Eta Squared

1 min 19.92 ± 2.97 18.47 ± 2.47 18.45 ± 2.52 2.708 0.171 0.067
5 min 13.49 ± 2.13 12.15 ± 1.75 12.59 ± 1.44 4.036 0.022 0.097

10 min 11.5 ± 1.52 10.18 ± 1.44 10.77 ± 1.14 6.542 0.002 0.149
Full Game 8.3 ± 1.4 7.53 ± 1.56 8.21 ± 1.6 2.206 0.017 0.056
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Table 3. Effect sizes (Cohen’s d with 95% confidence intervals) for pairwise comparisons between
guards, forwards, and centers for player load in male U18 basketball players.

Guards vs. Forwards Forwards vs. Centers Guards vs. Centers

Time
Window Cohen’s d Descriptor p-Value Cohen’s d Descriptor p-Value Cohen’s d Descriptor p-Value

1 min −0.53 (−1.06, −0.01) Small 0.05 −0.01 (−0.60, 0.58) Trivial 0.97 −0.53(−1.13, 0.08) Small 0.08
5 min −0.69 (−1.23, −0.15) Moderate <0.01 0.27 (−0.32, 0.86) Small 0.37 −0.48(−1.08, 0.13) Small 0.11
10 min −0.90 (−1.44, −0.35) Moderate <0.001 0.45 (−0.15, 1.04) Small 0.14 −0.53(−1.13, 0.08) Small 0.08

Full
Game −0.96 (−1.51, −0.41) Moderate <0.001 0.53 (−0.07, 1.13) Small 0.08 −0.46(−1.06, 0.14) Small 0.12

4. Discussion

The main finding was that there are differences between PD moments and game demands based
on averages for every time window. This means that understanding game demands using averages
drastically underestimates the peak demands of game. We should consider the way in which we
understand competition demands and, consequently, whether we are preparing players to cope with
peak game demands. The majority of the studies about game demands in basketball are based on
averages [2–4,40,41]. To our knowledge, only one previous study based on one game has reported
information considering the most intense passages in basketball [28].

Positional differences presented in the current article show that guards produce a higher Player
Load during 5 min PD windows and the full game compared to forwards. This suggests that taking into
consideration the specific profiles for our squad could be an efficient strategy for the individualization
of training and to prepare the players for the most physically demanding passages of the game.
We should understand specific profiles for our squad and prepare the players depending on team
context, field role and individual characteristics.

Although real competition has a chaotic nature [17] and provides a higher stress response than
a simulated context does, a common way of simulating game demands during practice sessions is
in the form of small-sided games (SSGs) [42–44], which are useful for performing and maintaining
match-specific technical and tactical features. During these type of drills, it is common to manipulate
certain factors such as the number of players, work-to-rest ratios, the size of the court, the rules of the
game and coach feedback, which in turn also alter the physiological and perceptual burden [42,43,45,46].

During the current study, we presented potential further limitations of SSGs, which might not be
specific enough to address player necessities or may not provide enough stimulus to build key specific
demands [47]. To the knowledge of the authors, only one article performed in soccer has analyzed the
load that SSGs require compared with peak match demands [32].

A solution for this could include additional high-intensity interval training (HIIT) methodologies.
Although several authors have revealed that SSGs are as efficient as HIIT in developing specific aerobic
fitness for team sports [43,48], incorporating high-intensity interval training, where players are exposed
to the most intense moments, might be an interesting approach to achieve individual player necessities.

Another tool to achieve the desired intensities during training sessions is modifying the rules of 5 vs.
5 games [45,46,49]. Avoiding free throws and time-out allowances modulates the physical load [45].
Additionally, it is difficult to replicate basketball game demands using half-court situations [46].
A nonstop game (clock is not stopped, no free throw after a foul, quick ball in play reposition and
no time-outs) elicits a greater physiological response and fatigue than a regular stop game (the clock
is stopped when the ball is out of bounds, and clock is stopped for fouls) [49]. Neither of these
studies have researched whether modifying 5 vs. 5 games is sufficient to recreate the peak demands of
the game.

We propose that future research should try to understand which methodology is the most adequate
to deliver a workload similar to PD passages. Practitioners should apply this depending on the context
and objectives of the session.

In spite of that, the information about the most demanding moments offers a different insight into
game demands and might be used to prepare for the most intense passages of matches [20,28].
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4.1. Practical Applications

This approach presents valuable potential applications that could be used by strength and
conditioning coaches. Depending on the context, these could be implemented during training sessions
with unselected or fringe players or rehabilitation sessions.

4.1.1. Training Sessions

One of the most common practice cues utilized by staff during training sessions is to train at
“game intensities”. A main objective during practice is to prescribe the adequate load to induce specific
physiological adaptations [13,15] while reducing the risk of overtraining and injury [14].

It should be borne in mind that, in some contexts, teams have congested schedules, with 2–4
games per week, and this approach may not be necessary during training sessions. Depending on
the orientation, games per week, individual necessities, individual stress tolerance and objectives,
coaches and strength conditioning professionals should find a way to expose players to the external
peak match demands during practice sessions in order to prepare the athletes to cope with the most
intense demands of the game.

4.1.2. Unselected or Fringe Players

The issue of starters and benching players is of interest to fitness coaches in team sports because of
differences in the training and match loads between both statuses [50–55]. Coaches and fitness coaches
should concurrently consider the number of weekly games and the player status, as well as examining
individual player performance and creating individualized periodization plans, increasing the total
load potentially needed from bench players, especially in two-game weeks [55].

Furthermore, a lower number of decelerations (<16) and less distance covered (2 km) is significantly
associated with injury during professional basketball games [50]. Increasing external workload when
this happens may likely reduce the risk of injury [50]. The workload is drastically different between
weeks [52], and athletes who sit on the bench during matches may need additional training outside
of games in order to balance the workload [53] and prepare athletes to cope with the PD of the
game [20,28].

Thus, it might be interesting to allow players who are unselected or athletes who only play for a few
minutes to replicate peak game demands in order to balance their workload. One solution could be
interval training, in which players interchange intensity based on average demands, with high-intensity
efforts simulating the most intense external demands. In this way, players could accumulate the desired
volume and be exposed to the PD of the game.

4.1.3. Return to Play

In an elite environment, the return-to-sport (RTS) process is a constant learning and dynamic
process which is influenced by several variables. Therefore, both the pros and cons (to the team and
to the player) must be carefully considered in the decision-making process [56,57]. Before RTT and
RTP, it is important that players demonstrate optimal levels of physical capacities to perform game
demands to minimize the risk of reinjury [15].

Athletes during rehabilitation are often prescribed a workload similar to a typical week, with the
aim of exposing the athlete to the adequate training intensity and volume to protect them against
reinjury [56]. The PD approach provides volume and intensity information that could be useful to
prepare specific progressions, where players are exposed to the most demanding passages before the
RTT and RTP decision-making process.

There are several phases during RTS, each of which has different objectives [15,17]. The final stage
of RTP is to ensure that the player is ready to endure full-team training and cope with the game’s
demands [15]. Drills should include the most realistic physiological, physical and mental requirements
to prepare players with a competitive orientation [57]. The goals of this are to expose the player to
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preinjury weekly training demands (volume and intensity), and drills designed to recreate PD periods
are introduced (physical demands/high chaos) [17].

Players should be exposed to high-intensity activities before RTT and RTP to increase the load
on the injured zone, to improve physical performance [56] and to provide other valuable objective
information regarding the RTS decision-making process.

4.2. Limitations of the Study

A significant limitation we faced during the current study is the data treatment using the ROLL
method. The cumulative data in every 30 second interval for each player arise from a first FIXED
method, where moving averages throughout the 30 second fixed-period data series are used. This could
lead to similar problems to the FIXED method itself; i.e., underestimating the peak magnitude and the
difference between peak and subsequent periods. However, for the purpose of this study, and given
the limitation we faced with bulk raw 10 Hz data extraction, we decided to go for the shortest time
frame we had available (30 s windows). The rolling method with a sample frequency of 10 Hz must be
considered in future studies to ensure more accurate analysis. Furthermore, the methodology and
main references are taken from studies carried out with GPS while this study has been carried out with
accelerometers, which have been found to have higher sensibility with shorter epoch lengths.

Another potential limitation of the current study is the sample size, which used a small exclusive
sample. Nevertheless, the study results are unique to U18 basketball players of this level, and this
should be considered. This study provides information about the most intense moments from a volume
and intensity perspective, but data about density is not presented. For a better understanding of the
game’s demands, it would be interesting to know the work/rest ratio, frequency of the PD and what
happens before and after these most demanding passages. Furthermore, more experience and studies
are necessary to prove the practical applications from the perspective of the most intense demands.
Furthermore, it is also necessary to describe the PD from an internal point of view, to understand
individual physiological differences.

It is important to determine the drastic differences between the team’s technical levels: seven
out of eight games were won by 30 points or more, and just one was won by three points.
Furthermore, this research only investigates the most intense demands from a one-parameter point of
view. We should determine which variables are adequate to describe the most demanding passages
from a more comprehensive perspective.

5. Conclusions

The main finding of this study is that there are important differences between the most intense
moments of a game and the game’s demands based on averages.

This means that understanding game demands using averages drastically underestimates the
most intense moments. To optimally prepare athletes for the PD periods, it is important that they are
trained to endure the specific demands of these passages of the match and not just average demands.

Furthermore, we should consider the differences between positions in order to prepare according
to specific demands of each role. We should aim to understand specific profiles for our squad and
prepare the players depending on the team context, field role and individual characteristics.

Further studies with robust methodologies including a larger sample, raw data extraction and the
analysis of different parameters are recommended by the authors of this study. In this study, we present
a practical approach which could be helpful during the design of training sessions, especially for
bench/fringe players or during rehabilitation sessions, as well as for future research.
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Demands and Physiological Responses Encountered During Basketball Match-Play: A Systematic Review.
Sports Med. 2018, 48, 111–135. [CrossRef] [PubMed]

4. Delextrat, A.; Badiella, A.; Saavedra, V.; Mattew, D.; Schelling, X.; Torres-Ronda, L. Match activity demands
of elite Spanish female basketball players by playing position. Int. J. Perform. Anal. Sport 2015, 15, 687–703.
[CrossRef]

5. Chambers, R.; Gabbett, T.J.; Cole, M.H.; Beard, A. The use of wearable microsensors to quantify sport-specific
movements. Sports Med. 2015, 45, 1065–1081. [CrossRef]

6. Cummins, C.; Orr, R.; Connor, H.O. Global Positioning Systems (GPS) and Microtechnology Sensors in Team
Sports: A Systematic Review. Sports Med. 2013, 43, 1025–1042. [CrossRef]

7. Aughey, R.J. Applications of GPS Technologies to Field Sports the Validity of GPS for the Measurement.
Int. J. Sports Physiol. Perform. 2011, 6, 295–310. [CrossRef]

8. Fox, J.L.; Scanlan, A.T.; Stanton, R. A Review of Player Monitoring Approaches in Basketball: Current Trends
and Future Directions. J. Strength Cond. Res. 2017, 31, 2021–2029. [CrossRef]

9. Schelling, X.; Torres, L. Accelerometer load profiles for basketball-specific drills in elite players. J. Sports
Sci. Med. 2016, 15, 585–591.

10. Svilar, L.; Castellano, J.; Jukic, I. Comparison of 5vs5 training games and match play using microsensor
technology in elite basketball. J. Strength Cond. Res. 2019, 33, 1897–1903. [CrossRef]

11. Reksten Holme, B. Wearable Microsensor Technology to Measure Physical Activity Demands in Handball.
Master’s Thesis, Norwegian School of Sport Sciences, Oslo, Norway, 2015.

12. Reina, M.; Garcia-Rubio, J.; Pino-Ortega, J.; Ibañez, S.J. The acceleration and deceleration profiles of U-18
women’s basketball players during competitive matches. Sports 2019, 7, 165. [CrossRef]

13. Carl Foster, J.; Florhaug, J.F.; Lori Gottschall, L.; Hrovatin, S.P.; Doleshal, P.; Dodge, C. A New Approach to
Monitoring Exercise Training. J. Strength Cond. Res. 2001, 15, 109–115.

14. Aoki, M.S.; Ronda, L.T.; Marcelino, P.R.; Drago, G.; Carling, C.; Bradley, P.S.; Moreira, A. Monitoring training
loads in professional basketball players engaged in a periodized training program. J. Strength Cond. Res.
2017, 31, 348–358. [CrossRef] [PubMed]

15. Reid, L.C.; Cowman, J.R.; Green, B.S.; Coughlan, G.F. Return to Play in Elite Rugby Union: Application of
Global Positioning System Technology in Return-to-Running Programs. J. Sport Rehabil. 2013, 22, 122–129.
[CrossRef] [PubMed]

16. Bernstein, D.R.; Kaufman, R.; Freger, Y.V. Quantification of training load during return to play following
upper and lower body injury in Australian Rules Football. Int. J. Sports Physiol. Perform. 2017, 12, 634–641.

17. Taberner, M.; Allen, T.; Cohen, D.D. Progressing rehabilitation after injury: Consider the “control-chaos
continuum”. Br. J. Sports Med. 2019, 53, 1132–1136. [CrossRef] [PubMed]

18. Greig, M.; Emmerson, H.; Mccreadie, J. Is There a Role for GPS in Determining Functional Ankle Rehabilitation
Progression. J. Sport Rehabil. 2018, 28, 729–734. [CrossRef]

19. Brown, W.; Greig, M. Research Report: Tri-axial Accelerometry as an Injury Predictor Tool in Elite Soccer.
Int. J. Athl. Ther Train. 2015, 22, 44–48. [CrossRef]

20. Cunningham, D.J.; Shearer, D.A.; Carter, N.; Drawer, S.; Pollard, B.; Bennett, M.; Robin, E.; Christian, J.C.;
John, F.; Mark, R.; et al. Assessing worst case scenarios in movement demands derived from global
positioning systems during international rugby union matches: Rolling averages versus fixed length epochs.
PLoS ONE 2018, 13, e0915197. [CrossRef]

http://dx.doi.org/10.1111/j.1600-0838.2008.00789.x
http://www.ncbi.nlm.nih.gov/pubmed/18397196
http://dx.doi.org/10.1136/bjsm.2006.032318
http://www.ncbi.nlm.nih.gov/pubmed/17138630
http://dx.doi.org/10.1007/s40279-017-0794-z
http://www.ncbi.nlm.nih.gov/pubmed/29039018
http://dx.doi.org/10.1080/24748668.2015.11868824
http://dx.doi.org/10.1007/s40279-015-0332-9
http://dx.doi.org/10.1007/s40279-013-0069-2
http://dx.doi.org/10.1123/ijspp.6.3.295
http://dx.doi.org/10.1519/JSC.0000000000001964
http://dx.doi.org/10.1519/JSC.0000000000002826
http://dx.doi.org/10.3390/sports7070165
http://dx.doi.org/10.1519/JSC.0000000000001507
http://www.ncbi.nlm.nih.gov/pubmed/27243913
http://dx.doi.org/10.1123/jsr.22.2.122
http://www.ncbi.nlm.nih.gov/pubmed/23238265
http://dx.doi.org/10.1136/bjsports-2018-100157
http://www.ncbi.nlm.nih.gov/pubmed/30737202
http://dx.doi.org/10.1123/jsr.2018-0045
http://dx.doi.org/10.1123/ijatt.2017-0004
http://dx.doi.org/10.1371/journal.pone.0195197


Int. J. Environ. Res. Public Health 2020, 17, 2256 9 of 10

21. Varley, M.C.; Elias, G.P.; Aughey, R.J. Current match-analysis techniques underestimation of intense periods
of high-velocity running. Int. J. Sports Physiol. Perform. 2012, 7, 183–185. [CrossRef]

22. Pollard, B.T.; Turner, A.N.; Eager, R.; Cunningham, D.J.; Cook, C.J.; Hogben, P.; Kilduff, L.P. The ball in play
demands of international rugby union. J. Sci. Med. Sport 2018, 21, 1090–1094. [CrossRef] [PubMed]

23. Sparks, M.; Coetzee, B.; Gabbett, T.J. Variations in high-intensity running and fatigue during semi-professional
soccer matches. Int. J. Perform. Anal. Sport 2016, 16, 122–132. [CrossRef]

24. Casamichana, D.; Castellano, J.; Diaz, A.G.; Gabbett, T.J.; Martin-Garcia, A. The most demanding passages
of play in football competition: A comparison between halves. Biol. Sport 2019, 36, 233–240. [CrossRef]
[PubMed]

25. Bradley, P.S.; Noakes, T.D. Match running performance fluctuations in elite soccer: Indicative of fatigue,
pacing or situational influences? J. Sports Sci. 2013, 31, 1627–1638. [CrossRef]

26. Reardon, C.; Tobin, D.P.; Tierney, P.; Delahunt, E. The worst case scenario: Locomotor and collision demands
of the longest periods of gameplay in professional rugby union. PLoS ONE 2017, 12, e0177072. [CrossRef]

27. Amtmann, J. Anticipating and Training for the Worst-Case Metabolic Scenario: A Comment on Del Vecchio,
Hirata, and Franchini (2011). Percept. Mot. Ski. 2012, 114, 123–124. [CrossRef]

28. Salazar, H.; Castellano, J. Most demanding passages in Basketball: A preliminary study. Sport Perform.
Sci. Rep. 2019, 1, 2–3.

29. Gabbett, T.J.; Jenkins, D.G.; Abernethy, B. Physical demands of professional rugby league training and
competition using microtechnology. J. Sci. Med. Sport 2012, 15, 80–86. [CrossRef]

30. Tierney, P.; Tobin, D.P.; Blake, C.; Delahunt, E. Attacking 22 entries in rugby union: Running demands and
differences between successful and unsuccessful entries. Scand. J. Med. Sci. Sports 2017, 27, 1934–1941.
[CrossRef]

31. Jace, A.D.; Thornton, H.R.; Pryor, J.F.; Stewart, A.M.; Dascombe, B.J.; Duthie, G.M. Peak Running Intensity of
International Rugby: Implications for Training Prescription. Int. J. Sports Physiol. Perform. 2015, 12, 1039–1045.

32. Martín-garcía, A.; Castellano, J.; Villanueva, A.M.; Gómez-díaz, A.; Cos, F.; Casamichana, D. Physical
Demands of Ball Possession Games in Relation to the Most Demanding Passages of a Competitive Match.
J. Sports Sci. Med. 2020, 19, 1–9. [PubMed]

33. Di Mascio, M.; Bradley, P.S. Evaluation of the most intense high-intensity running period in English FA
Premier League soccer matches. J. Strength Cond. Res. 2013, 27, 909–915. [CrossRef] [PubMed]

34. Martin-Garcia, A.; Castellano, J.; Diaz, A.G.; Cos, F.; Casamichana, D. Positional demands for various-sided
games with goalkeepers according to the most demanding passages of match play in football. Biol. Sport
2019, 36, 171–180. [CrossRef] [PubMed]

35. Swann, C.; Moran, A.; Piggott, D. Defining elite athletes: Issues in the study of expert performance in sport
psychology. Psychol. Sport Exerc. 2015, 16, 3–14. [CrossRef]

36. Harriss, D.J.; Atkinson, G. Ethical standards in sport and exercise science research: 2014 Update. Int. J.
Sports Med. 2014, 34, 1025–1029. [CrossRef]

37. Terje, D.; Ingerbrigten, J.; Ettema, G.; Geir, H.H.; Ulrik, W. Player Load, acceleration and deceleration during
forty-fyve competitive matches of elite soccer. J. Strength Cond. Res. 2016, 30, 351–359.

38. Luteberget, L.S.; Benjamin, R.H.; Spencer, M. Reliability of Wearable Inertial Measurement Units to Measure
Physical Activity in Team Handball. Int. J. Sports Physiol. Perform. 2017, 13, 467–473. [CrossRef]

39. Hopkins, W.G.; Marshall, S.W.; Batterham, A.M.; Hanin, J. Progressive statistics for studies in sports medicine
and exercise science. Med. Sci. Sports Exerc. 2009, 41, 3–12. [CrossRef]

40. Barrett, S.; Midgley, A.; Lovell, R. Player Load™: Reliability, convergent validity, and influence of unit
position during treadmill running. Int. J. Sports Physiol. Perform. 2014, 9, 945–952. [CrossRef]

41. Varley, M.C.; Jaspers, A.; Helsen, W.F.; Malone, J.J. Methodological considerations when quantifying
high-intensity efforts in team sport using global positioning system technology. Int. J. Sports Physiol. Perform.
2017, 12, 1059–1068. [CrossRef]

42. Scanlan, A.; Dascombe, B.; Reaburn, P. A comparison of the activity demands of elite and sub-elite Australian
men’s basketball competition. J. Sports Sci. 2011, 29, 1153–1160. [CrossRef] [PubMed]

43. Matthew, D.; Delextrat, A. Heart rate, blood lactate concentration, and time-motion analysis of female
basketball players during competition. J. Sports Sci. 2009, 27, 813–821. [CrossRef] [PubMed]

http://dx.doi.org/10.1123/ijspp.7.2.183
http://dx.doi.org/10.1016/j.jsams.2018.02.015
http://www.ncbi.nlm.nih.gov/pubmed/29559318
http://dx.doi.org/10.1080/24748668.2016.11868875
http://dx.doi.org/10.5114/biolsport.2019.86005
http://www.ncbi.nlm.nih.gov/pubmed/31624417
http://dx.doi.org/10.1080/02640414.2013.796062
http://dx.doi.org/10.1371/journal.pone.0177072
http://dx.doi.org/10.2466/05.PMS.114.1.123-124
http://dx.doi.org/10.1016/j.jsams.2011.07.004
http://dx.doi.org/10.1111/sms.12816
http://www.ncbi.nlm.nih.gov/pubmed/32132822
http://dx.doi.org/10.1519/JSC.0b013e31825ff099
http://www.ncbi.nlm.nih.gov/pubmed/22652921
http://dx.doi.org/10.5114/biolsport.2019.83507
http://www.ncbi.nlm.nih.gov/pubmed/31223195
http://dx.doi.org/10.1016/j.psychsport.2014.07.004
http://dx.doi.org/10.1055/s-0033-1358756
http://dx.doi.org/10.1123/ijspp.2017-0036
http://dx.doi.org/10.1249/MSS.0b013e31818cb278
http://dx.doi.org/10.1123/ijspp.2013-0418
http://dx.doi.org/10.1123/ijspp.2016-0534
http://dx.doi.org/10.1080/02640414.2011.582509
http://www.ncbi.nlm.nih.gov/pubmed/21777151
http://dx.doi.org/10.1080/02640410902926420
http://www.ncbi.nlm.nih.gov/pubmed/19551549


Int. J. Environ. Res. Public Health 2020, 17, 2256 10 of 10

44. Abdelkrim, N.B.; Castagna, C.; Jabri, I.; Battikh, T.; Fazaa, S.; El, A.J.E. Activity profile and physiological
requirements of junior elite basketball players in relation to aerobic-anaerobic fitness. J. Strength Cond. Res.
2010, 9, 2330–2342. [CrossRef] [PubMed]

45. Moreira, A.; MgGuigan, M.R.; Arruda, A.F.; Freitas, C.G.; Aoki, M.S. Monitoring internal load parameters
during simulated and official basketball matches. J. Strength Cond. Res. 2012, 26, 861–866. [CrossRef]
[PubMed]

46. Halouani, J.; Chtourou, H.; Dellal, A.; Chaouachi, A.; Chamari, K. Soccer small-sided games in young
players: Rule modification to induce higher physiological responses. Biol. Sport 2017, 34, 163–168. [CrossRef]
[PubMed]

47. Aguiar, M.; Botelho, G.; Lago, C.; MaçAs, V.; Sampaio, J. A review on the effects of soccer small-sided games.
J. Hum. Kinet. 2012, 33, 103–113. [CrossRef]

48. Carlo, C.; Impellizzeri, F.M.; Chaouachi, A.; Nidhal, B.A.; Manzi, V. Physiological responses to ball-drills in
regional level male basketball players. J. Sports Sci. 2011, 29, 1329–1336.

49. Guerrero, J.V.; Reche, X.; Cos, F.; Casamichana, D.; Sampaio, J. Changes in external load when modifying
rules of 5 on 5 scrimmage situations in elite basketball. J. Strength Cond. Res. 2018. [CrossRef]

50. Caparrós, T.; Casals, M.; Solana, Á.; Peña, J. Low external workloads are related to higher injury risk in
professional male basketball games. J. Sports Sci. Med. 2018, 17, 289–297.

51. Anderson, L.; Orme, P.; Di Michele, R.; Close, G.; Milsom, J.; Morgans, R.; Barry, D.; James, P. Quantification
of seasonal long physical load in soccer players with different starting status from the english premier league:
Implications for maintaining squad physical fitness. Int. J. Sports Physiol. Perform. 2017, 11, 1038–1046.
[CrossRef]

52. Conte, D.; Kolb, N.; Scalan, A.T.; Santolamazza, F. Monitoring training load and well-being during the
un-season phase in NCAA division I men’s basketball. Int. J. Sports Physiol. Perform. 2015, 13, 1067–1074.
[CrossRef] [PubMed]

53. Gonzalez, A.M.; Hoffman, J.R.; Rogowski, J.P.; Burgos, W.; Manalo, E.; Weise, K.; Maren, S.; Jeffrey, R.
Performance changes in NBA basketball players vary in starters vs nonstarters over a competitive season.
J. Strength Cond. Res. 2013, 27, 611–615. [CrossRef] [PubMed]

54. Heishman, A.D.; Daub, B.D.; Miller, R.M.; Freitas, E.D.S.; Bemben, M.G. Monitoring external training loads
and neuromuscular performance for division i basketball players over the preseason. J. Sports Sci. Med.
2020, 19, 204–212.

55. Manzi, V.; D’ottavio, S.; Impellizzeri, F.M.; Chaouachi, A.; Chamari, K.; Castagna, C. Profile of weekly
training load in elite male professional basketball players. Strength Cond. 2004, 18, 675–684. [CrossRef]

56. Fanchini, M.; Impellizzeri, F.M.; Silbernagel, K.G.; Combi, F.; Benazzo, F.; Bizzini, M. Return to competition
after an Achilles tendon rupture using both on and off the field load monitoring as guidance: A case report
of a top-level soccer player. Phys. Ther. Sport 2018, 29, 70–78. [CrossRef] [PubMed]

57. Hoover, D.L.; VanWye, W.R.; Judge, L.W. Periodization and physical therapy: Bridging the gap between
training and rehabilitation. Phys. Ther. Sport 2016, 18, 1–20. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1519/JSC.0b013e3181e381c1
http://www.ncbi.nlm.nih.gov/pubmed/20802281
http://dx.doi.org/10.1519/JSC.0b013e31822645e9
http://www.ncbi.nlm.nih.gov/pubmed/22289698
http://dx.doi.org/10.5114/biolsport.2017.64590
http://www.ncbi.nlm.nih.gov/pubmed/28566810
http://dx.doi.org/10.2478/v10078-012-0049-x
http://dx.doi.org/10.1519/JSC.0000000000002761
http://dx.doi.org/10.1123/ijspp.2015-0672
http://dx.doi.org/10.1123/ijspp.2017-0689
http://www.ncbi.nlm.nih.gov/pubmed/29431544
http://dx.doi.org/10.1519/JSC.0b013e31825dd2d9
http://www.ncbi.nlm.nih.gov/pubmed/22648143
http://dx.doi.org/10.1519/JSC.0b013e3181d7552a
http://dx.doi.org/10.1016/j.ptsp.2017.04.008
http://www.ncbi.nlm.nih.gov/pubmed/28647204
http://dx.doi.org/10.1016/j.ptsp.2015.08.003
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Materials and Methods 
	Sample 
	Study Design 
	Procedures 
	Statistical Analysis 

	Results 
	Discussion 
	Practical Applications 
	Training Sessions 
	Unselected or Fringe Players 
	Return to Play 

	Limitations of the Study 

	Conclusions 
	References

